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Design and test condition monitoring and predictive maintenance algorithms

Predictive Maintenance Toolbox lets you label data, design condition indicators, and estimate the
remaining useful life (RUL) of a machine.

The toolbox provides functions and an interactive app for exploring, extracting, and ranking features
using data-based and model-based techniques, including statistical, spectral, and time-series analysis.
You can monitor the health of rotating machines such as bearings and gearboxes by extracting
features from vibration data using frequency and time-frequency methods. To estimate a machine's
time to failure, you can use survival, similarity, and trend-based models to predict the RUL.

You can analyze and label sensor data imported from local files, cloud storage, and distributed file
systems. You can also label simulated failure data generated from Simulink® models. The toolbox
includes reference examples for motors, gearboxes, batteries, and other machines that can be reused
for developing custom predictive maintenance and condition monitoring algorithms.
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Designing Algorithms for Condition Monitoring and Predictive
Maintenance

Predictive maintenance allows equipment users and manufacturers to assess the working condition of
machinery, diagnose faults, or estimate when the next equipment failure is likely to occur. When you
can diagnose or predict failures, you can plan maintenance in advance, better manage inventory,
reduce downtime, and increase operational efficiency.

Developing a predictive maintenance program requires a well-designed strategy to assess the
working condition of the machinery and detect incipient faults in a timely manner. Doing so requires
effective use of both available sensor measurements and your knowledge of the system. You must
take many factors into consideration, including:

* The observed sources of faults and their relative frequency. Such sources can be the core
components of the machine (such as impeller blades and flow valves in a pump), its actuators
(such as an electric motor), or its various sensors (such as accelerometers and flow meters).

* Availability of process measurements through sensors. The number, type and location of sensors,
and their reliability and redundancies all affect both algorithm development and cost.

* How various sources of faults translate to observed symptoms. Such cause-effect analysis can
require extensive processing of data from the available sensors.

* Physical knowledge about the system dynamics. This knowledge might come from mathematical
modeling of the system and its faults and from the insights of domain experts. Understanding
system dynamics involves detailed knowledge of relationships among various signals from the
machinery (such as input-output relationships among the actuators and sensors), the machine
operating range, and the nature of the measurements (for example, periodic, constant or
stochastic).

* The ultimate maintenance goal, such as fault recovery or development of a maintenance schedule.

Algorithms for Condition Monitoring and Prognostics

A predictive maintenance program uses condition monitoring and prognostics algorithms to analyze
data measured from the system in operation.

Condition monitoring uses data from a machine to assess its current condition and to detect and
diagnose faults in the machine. Machine data is data such as temperature, pressure, voltage, noise,
or vibration measurements, collected using dedicated sensors. A condition monitoring algorithm
derives metrics from the data called condition indicators. A condition indicator is any feature of
system data whose behavior changes in a predictable way as the system degrades. A condition
indicator can be any quantity derived from the data that clusters similar system status together, and
sets different status apart. Thus a condition-monitoring algorithm can perform fault detection or
diagnosis by comparing new data against the established markers of faulty conditions.

Prognostics is forecasting when a failure will happen based on the current and past state of the
machine. A prognostics algorithm typically estimates the machine's remaining useful life (RUL) or
time-to-failure by analyzing the current state of the machine. Prognostics can use modeling, machine
learning, or a combination of both to predict future values of condition indicators. These future values
are then used to compute RUL metrics, which determine if and when maintenance should be
performed. For the gearbox example, a prognostics algorithm might fit the varying peak vibration
frequency and magnitude to a time series to predict their future values. The algorithm can then
compare the predicted values to a threshold defining healthy operation of the gearbox, predicting if
and when a fault will occur.
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A predictive maintenance system implements prognostics and condition monitoring algorithms with
other IT infrastructure that makes the end results of the algorithm accessible and actionable to end
users who perform the actual maintenance tasks. Predictive Maintenance Toolbox provides tools to
help you design such algorithms.

Workflows for Algorithm Development

The following illustration shows a workflow for developing a predictive maintenance algorithm.

| . -
Generated Develop Detection or Prediction Model

Indicators

Sensor Data

Sensor data from machine on which algorithm is deployed

Beginning with data that describes your system in a range of healthy and faulty conditions, you
develop a detection model (for condition monitoring) or a prediction model (for prognostics).
Developing such a model requires identifying appropriate condition indicators and training a model
to interpret them. That process is very likely to be iterative, as you try different condition indicators
and different models until you find the best model for your application. Finally, you deploy the
algorithm and integrate it into your systems for machine monitoring and maintenance.

Acquire Data

Designing predictive maintenance algorithms begins with a body of data. Often you must manage and
process large sets of data, including data from multiple sensors and multiple machines running at
different times and under different operating conditions. You might have access to one or more of the
following types of data:

* Real data from normal system operation
* Real data from system operating in a faulty condition
* Real data from system failures (run-to-failure data)

For instance, you might have sensor data from system operation such as temperature, pressure, and
vibration. Such data is typically stored as signal or time series data. You might also have text data,
such as data from maintenance records, or data in other forms. This data is stored in files, databases,
or distributed file systems such as Hadoop®.

In many cases, failure data from machines is not available, or only a limited number of failure
datasets exist because of regular maintenance being performed and the relative rarity of such
incidents. In this case, failure data can be generated from a Simulink model representing the system
operation under different fault conditions.
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Predictive Maintenance Toolbox provides functionality for organizing, labeling, and accessing such
data stored on disk. It also provides tools to facilitate the generation of data from Simulink models for
predictive maintenance algorithm development. For more information, see “Data Ensembles for
Condition Monitoring and Predictive Maintenance”.

Preprocess Data

Data preprocessing is often necessary to convert the data into a form from which condition indicators
are easily extracted. Data preprocessing includes simple techniques such as outlier and missing value
removal, and advanced signal processing techniques such as short-time Fourier transforms and
transformations to the order domain.

Understanding your machine and the kind of data you have can help determine what preprocessing
methods to use. For example, if you are filtering noisy vibration data, knowing what frequency range
is most likely to display useful features can help you choose preprocessing techniques. Similarly, it
might be useful to transform gearbox vibration data to the order domain, which is used for rotating
machines when the rotational speed changes over time. However, that same preprocessing would not
be useful for vibration data from a car chassis, which is a rigid body.

For more information on preprocessing data for predictive maintenance algorithms, see “Data
Preprocessing for Condition Monitoring and Predictive Maintenance”.

Identify Condition Indicators

A key step in predictive maintenance algorithm development is identifying condition indicators,
features in your system data whose behavior changes in a predictable way as the system degrades. A
condition indicator can be any feature that is useful for distinguishing normal from faulty operation or
for predicting remaining useful life. A useful condition indicator clusters similar system status
together, and sets different status apart. Examples of condition indicators include quantities derived
from:

» Simple analysis, such as the mean value of the data over time

* More complex signal analysis, such as the frequency of the peak magnitude in a signal spectrum,
or a statistical moment describing changes in the spectrum over time

* Model-based analysis of the data, such as the maximum eigenvalue of a state space model which
has been estimated using the data

* Combination of multiple features into a single effective condition indicator (fusion)

For example, you can monitor the condition of a gearbox using vibration data. Damage to the gearbox
results in changes to the frequency and magnitude of the vibrations. The peak frequency and peak
magnitude are thus useful condition indicators, providing information about the kind of vibrations
present in the gearbox. To monitor the health of the gearbox, you can continuously analyze the
vibration data in the frequency domain to extract these condition indicators.

Even when you have real or simulated data representing a range of fault conditions, you might not
know how to analyze that data to identify useful condition indicators. The right condition indicators
for your application depend on what type of system, system data, and system knowledge you have.
Therefore, identifying condition indicators can require some trial and error, and is often iterative with
the training step of the algorithm development workflow. Among the techniques commonly used for
extracting condition indicators are:
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* Order analysis

* Modal analysis

* Spectrum analysis

* Envelope spectrum

» Fatigue analysis

* Nonlinear time-series analysis

* Model-based analysis such as residual computation, state estimation, and parameter estimation

Predictive Maintenance Toolbox supplements functionality in other toolboxes such as Signal
Processing Toolbox™ with functions for extracting signal-based or model-based condition indicators
from measured or generated data. For more information, see “Identify Condition Indicators”.

Train Detection or Prediction Model

At the heart of the predictive maintenance algorithm is the detection or prediction model. This model
analyzes extracted condition indicators to determine the current condition of the system (fault
detection and diagnosis) or predict its future condition (remaining useful life prediction).

Fault Detection and Diagnosis

Fault detection and diagnosis relies on using one or more condition indicator values to distinguish
between healthy and faulty operation, and between different types of faults. A simple fault-detection
model is a threshold value for the condition indicator that is indicative of a fault condition when
exceeded. Another model might compare the condition indicator to a statistical distribution of
indicator values to determine the likelihood of a particular fault state. A more complex fault-diagnosis
approach is to train a classifier that compares the current value of one or more condition indicators
to values associated with fault states, and returns the likelihood that one or another fault state is
present.

When designing your predictive maintenance algorithm, you might test different fault detection and
diagnosis models using different condition indicators. Thus, this step in the design process is likely
iterative with the step of extraction condition indicators, as you try different indicators, different
combinations of indicators, and different decision models. Statistics and Machine Learning Toolbox™
and other toolboxes include functionality that you can use to train decision models such as classifiers
and regression models. For more information, see “Decision Models for Fault Detection and
Diagnosis”.

Remaining Useful Life Prediction
Examples of prediction models include:

* A model that fits the time evolution of a condition indicator and predicts how long it will be before
the condition indicator crosses some threshold value indicative of a fault condition.

* A model that compares the time evolution of a condition indicator to measured or simulated time
series from systems that ran to failure. Such a model can compute the most likely time-to-failure
of the current system.

You can predict remaining useful life by forecasting with dynamic system models or state estimators.
Additionally, Predictive Maintenance Toolbox includes specialized functionality for RUL prediction
based on such techniques as similarity, threshold, and survival analysis. For more information, see
“Models for Predicting Remaining Useful Life”.
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Deploy and Integrate

When you have identified a working algorithm for handling your new system data, processing it
appropriately, and generating a prediction, deploy the algorithm and integrate it into your system.
Based the specifics of your system, you can deploy your algorithm on the cloud or on embedded
devices.

A cloud implementation can be useful when you are gathering and storing large amounts of data on
the cloud. Removing the need to transfer data between the cloud and local machines that are running
the prognostics and health monitoring algorithm makes the maintenance process more effective.
Results calculated on the cloud can be made available through tweets, email notifications, web apps,
and dashboards.

Alternatively, the algorithm can run on embedded devices that are closer to the actual equipment.
The main benefits of doing this are that the amount of information sent is reduced as data is
transmitted only when needed, and updates and notifications about equipment health are
immediately available without any delay. .

A third option is to use a combination of the two. The preprocessing and feature extraction parts of
the algorithm can be run on embedded devices, while the predictive model can run on the cloud and
generate notifications as needed. In systems such as oil drills and aircraft engines that are run
continuously and generate huge amounts of data, storing all the data on board or transmitting it is
not always viable because of cellular bandwidth and cost limitations. Using an algorithm that
operates on streaming data or on batches of data lets you store and send data only when needed.

MathWorks® code generation and deployment products can help you with this step of the workflow.
For more information, see “Deploy Predictive Maintenance Algorithms”.

References

[1] Isermann, R. Fault-Diagnosis Systems: An Introduction from Fault Detection to Fault Tolerance.
Berlin: Springer Verlag, 2006.

See Also

Related Examples

. “Using Simulink to Generate Fault Data”

. “Rolling Element Bearing Fault Diagnosis”

. “Similarity-Based Remaining Useful Life Estimation”

. “Explore Ensemble Data and Compare Features Using Diagnostic Feature Designer”
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Identify Condition Indicators for Predictive Maintenance
Algorithm Design

2-2

Predictive maintenance allows equipment users and manufacturers to assess the working condition of
machinery, diagnose faults, or estimate when the next equipment failure is likely to occur. When you
can diagnose or predict failures, you can plan maintenance in advance, better manage inventory,
reduce downtime, and increase operational efficiency.

A key step in predictive maintenance algorithm development is identifying condition indicators, which
are features in your system data whose behavior changes in a predictable way as the system
degrades. A condition indicator can be any feature that is useful for distinguishing normal from faulty
operation or for predicting remaining useful life. A useful condition indicator clusters similar system
status together and sets different status apart. Examples of condition indicators include quantities
derived from:

* Simple analysis, such as the mean value of the data over time.

* More complex signal analysis, such as the frequency of the peak magnitude in a signal spectrum,
or the time-synchronous average of a signal from a rotating source.

In the Diagnostic Feature Designer app, you can develop features and evaluate potential condition
indicators using a multifunction graphical interface.
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The app operates on data ensembles. An ensemble is a collection of data sets, created by measuring
or simulating a system under varying conditions. An individual data set representing one system
under one set of conditions is a member. Diagnostic Feature Designer processes all ensemble
members when executing one operation.

Within Diagnostic Feature Designer, you can interactively:

» Explore your data ensemble visually by plotting and interacting with your ensemble members
together.

* Convert your data into different forms for further exploration. For example, you can create a
power spectrum of your signal to evaluate its frequency-domain behavior. Or you can perform
time-synchronous averaging, which filters out any noise or disturbance that is not associated with
your machine rotation.

* Generate features of various types, and plot histograms that visualize the effectiveness of each
feature in separating data from systems with different conditions.

» Rank the generated features by using ranking algorithms that use specific criteria to establish
which features are most effective.

The following three-part tutorial takes you through the Diagnostic Feature Designer workflow for a
transmission system model, from your initial data import to the export of your chosen features.
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1 “Import and Visualize Ensemble Data in Diagnostic Feature Designer” on page 2-5

2 “Process Data and Explore Features in Diagnostic Feature Designer” on page 2-14

3 “Rank and Export Features in Diagnostic Feature Designer” on page 2-31

The full workflow for a predictive maintenance program includes multiple steps that begin with data

acquisition and end with deployment and integration of a condition monitoring algorithm. For more
information, see “Designing Algorithms for Condition Monitoring and Predictive Maintenance” on

page 1-3.
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Import and Visualize Ensemble Data in Diagnostic Feature
Designer

Diagnostic Feature Designer is an app that allows you to develop features and evaluate potential
condition indicators using a multifunction graphical interface.

The app operates on data ensembles. An ensemble is a collection of data sets, created by measuring
or simulating a system under varying conditions. An individual dataset representing one system
under one set of conditions is a member. Diagnostic Feature Designer processes all ensemble
members when executing one operation.

This example shows how to import data into Diagnostic Feature Designer and visualize your
imported data.

Load Transmission Model Data

This example uses data generated from a transmission system model in “Using Simulink to Generate
Fault Data”. Outputs of the model include:

* Vibration measurements from a sensor monitoring casing vibrations
» Tachometer sensor, which issues a pulse every time the shaft completes a rotation
* Fault code indicating presence of a modeled fault

Load the data. The data is a table containing variables logged during multiple simulations of the
model under varying conditions. Sixteen members have been extracted from the transmission model
logs to form an ensemble. Four of these members represent healthy data, and the remaining 12
members exhibit varying levels of sensor drift.

load dfd Tutorial dataTable
View this table in your workspace.
dataTable =

16x3 table

Vibration Tacho faultCode

[6000x1 timetable]
[6000x1 timetable]
[6000x1 timetable]
[6000x1 timetable]
[6000x1 timetable]
[6000x1 timetable]
[6000x1 timetable]
[6000x1 timetable]
[6000x1 timetable]
[6000x1 timetable]
[6000x1 timetable]
[6000x1 timetable]
[6000x1 timetable]
[6000x1 timetable]

6000x1 timetable
6000x1 timetable
6000x1 timetable
6000x1 timetable
6000x1 timetable
6000x1 timetable
6000x1 timetable
6000x1 timetable
6000x1 timetable
6000x1 timetable
6000x1 timetable
6000x1 timetable
6000x1 timetable
6000x1 timetable

PFRPHOOORKHREREEREELEKHEO

[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
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[6000x1 timetable] [6000x1 timetable] 1
[6000x1 timetable] [6000x1 timetable] 1

There are 16 rows, each representing one member. Each column has a variable name. The data
variables Vibration and Tacho are each represented by a timetable, and all timetables have the
same length. The third variable, faultCode, is the condition variable. faultCode has a value of 0
for healthy and 1 for degraded.

Import Data into Diagnostic Feature Designer

To open the Diagnostic Feature Designer, in your command window, type:

diagnosticFeatureDesigner

Import Data

Import the dataset that you previously loaded into your workspace. In the Import Data menu, select
Import Multi-Member Ensemble.

4\ Diagnostic Feature Designer

Data Browser

¥ Signals & Spect

Open saoved sessi
begin.

| Import ingle-Member Datasets

[ | Fitering & Averaging »

b - [, Residue Generation = )
Options | SeectralEstimation >  Festuresw Festures Fe

RAN

Import a collection of individual tables,
timetables, or matrices. Each dataset represents ane member.

Import Multi-Member Ensemble
Import one collective dataset that includes data for all members. The dataset can be an ensemble datastore object, a

.-~""'.--_

table of tables or matrices, or cell array of tables or matrices, Table and cell array rows represent individual members. l:.}

Confirm the selection for Ensemble variable, and click Next.

Selection > Configuration > Review

Datasets selection

=

Enzemble variable |dataTable "'| (o

A table object containing 16 members.
Each member contains 3 variables.

Help | Mext| | Cancel |



Import and Visualize Ensemble Data in Diagnostic Feature Designer

Review the list of imported variables and variable types.

lmporet &
Selection = Configuration = Review

Use the Variable Type and Unit columns to configure the attributes of each variable.
Use Skip checkboxes to ignore unwanted variables.

Variable Name Variable Type Unit Skip
faultCode Feature > ]
Vibration/Tirne Feature seconds ]
Vibration,/Data Condition Variable k‘ L]
Tacho/Time Independent Variable : Time seconds O
Tacho/Data Signal ]
Help| | Back MNext| |Cancel

The app has extracted the variable names from your member tables and embedded timetables. For
example, in your source table, the Vibration variable is a timetable containing Time and Data.
The variable names resulting from the import are Vibration/Time and Vibration/Data.

The variables derived from the vibration and tacho signals have the correct variable types. These
variables are unambiguous because they come from timetables.

faultCode has the incorrect variable type Feature when it isa Condition Variable. Both
features and condition variables can be numeric scalars. Update faultCode, and click Next.

Review the signals and the independent and condition variables that apply to the signals. Note the
ensemble name. To complete the import process, click Import.
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|mport

Selection = Configuration > Review
~Signals

® Vibration/Diata [s
Independent variable: Vibration/Time (time)
Condition wariables: fauttCode

& Tacho/Data
Independent variable: Tacho/Time (time)
Condition variables: fauttCode

Ensemble name | Ensemblel |

|Klpl |E| | Impnrt_l [can n:el_l

Your imported signals are now in the Signals & Spectra area, and your imported ensemble
Ensemblel is in the Datasets area.

The color code next to a signal represents that signal in plots. The icon to the left of the signal
indicates the variable type, which, for the variables you imported, is Signal.

Data Browser

w Signals & Spectra

@
@ Vibration/Data E——
@ Tacho/Data E——

Display information about your dataset by selecting its name in the Datasets area.

w Datazets
_ Ensemblet
Ensembile dotaset containing 16 members.
Signals:

Vibration/Data

Tacho/Data
Features: none
Condition variables:

faultCode




Import and Visualize Ensemble Data in Diagnostic Feature Designer

Visualize Data

Now that your signals are loaded, plot them and view all your ensemble members together. To view
your vibration signal, in the Signals & Spectra area, select Vibration. Selecting a signal variable
enables the Signal Trace option in the plot gallery. Click Signal Trace.

FEATURE DESIGNER VIEW
g H & N

Open Save Import \ Signal Trace
Session Session Datav« &

FILE FLOT

Data Browser )]

¥ Signals & Spectra

@ Tacho/Data —

. o
The plotting area displays a signal trace plot of all 16 members. As you move the cursor over the
data, an indicator in the lower right corner identifies the member your cursor is on. A second

indicator provides the fault code value for that member.

Interact with the trace plot using standard MATLAB® plot tools, such as zoom and pan. Access these
tools by pointing to the top right edge of the plot. You can also use the specialized options on the
Signal Trace tab, which appears when you select the Signal Trace plot.

Explore Your Data Using Signal Trace Options

Explore the data in your plot using options in the Signal Trace tab.
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FEATURE DESIGNER SIGNAL TRACE
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L Group Signels T Horizontal Cursor  Leck Vertical Spacing |
| = o —————
Data Browser = Signal Trace: Vibration/Data = [
| Signals & Spectra
| Signal Trace
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Measure the distance between peaks for the one of the members with the high peaks.

1 Zoom in on the second clusters of peaks. Click Panner. In the panner strip, move the right
handle to about 8. Then, move the panner window so that the left handle is at about 4. You should
now have the second set of peaks within the window.

2 Pause on the first high peak, and note the member number. The second high peak is a
continuation of the same member trace.

3 Click Data Cursors, and select Vertical Cursor. Place the left cursor over the first high peak
and the right cursor over the second peak for that member. The lower right corner of the plot
displays the separation dX.

4 Select Lock Horizontal Spacing. Shift the cursor pair to the right by one peak for the same
member. Is the right cursor aligned with the third member peak?

5 Restore the full window by moving the handles back to the edges of the panner.

Show which members have matching faultCode values by using color coding. Select Ensemble
View Preferences > Group by "faultCode".
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4 Diagnostic Feature Designer - Signal Trace: Vibration/Dr,

SIGHAL TRACE

[T Mormalize ¥ Axis

.- Group Signals
Show Signal Information

Group by "faultCode"
Data Brg Color ensemble members

w Signa based on the value of faultCode”

@ T Configure View...
3% get ensemble view
preferences in the dialog

N

The resulting signal trace shows you that all the highest vibration peaks are associated with a data
from faulty systems. However, not all the faulty systems have higher peaks.
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£ | Signal Trace: Vibration,/Data ?ﬁl

2-12

Vibration/Data

Signal Trace

2.82

Illl'n

“I - 'I\f‘. HII"

faultCode=1
faultCode=0

I'.IIII -,II: "r \\ * - %\h‘ “ I,u":'i-';‘f . v,
Y /@\‘@W

?//) 1&\"&)@\@ | ,l.:gfffie; “ '.'I.::::"I @‘
W

= ) | -
2 \ \ \ Vibration/Data:Member 15
\ \ fauttCode=1
\ dX = 0.66504
_3 i 1 1
4.m m 6.048 6912 7.7
Time sec

Save your session data. You need this data to run the “Process Data and Explore Features in
Diagnostic Feature Designer” on page 2-14 example.

FEATURE DESIGNER @
Signal Trace
_____ 11Ty Mot

Data Browser

¥ Signals & Spectra

Next Steps

The next step is to explore different ways to characterize your data through features. The example
“Process Data and Explore Features in Diagnostic Feature Designer” on page 2-14 guides you
through the feature exploration process.
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See Also
Diagnostic Feature Designer

More About

. “Process Data and Explore Features in Diagnostic Feature Designer” on page 2-14

. “Rank and Export Features in Diagnostic Feature Designer” on page 2-31

. “Explore Ensemble Data and Compare Features Using Diagnostic Feature Designer”
. “Data Ensembles for Condition Monitoring and Predictive Maintenance”

. “Condition Indicators for Monitoring, Fault Detection, and Prediction”
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Process Data and Explore Features in Diagnostic Feature
Designer

2-14

This example shows how to process your data in the app in preparation for feature extraction. If you
want to follow along with the steps interactively, use the data you imported in “Import and Visualize
Ensemble Data in Diagnostic Feature Designer” on page 2-5. Use Open Session to reload your
session data using the file name you provided.

4 Diagnestic Feature Designe,

FEATURE DESIGNER

SiE 4

Open Save Import
Session Session Data
g FILE

If you have no session data, execute the steps for loading and importing data in “Import and Visualize
Ensemble Data in Diagnostic Feature Designer” on page 2-5.

A key step in predictive maintenance algorithm development is identifying condition indicators.
Condition indicators are features in your system data whose behavior changes in a predictable way as
the system degrades. A condition indicator can be any feature that is useful for distinguishing normal
from faulty operation or for predicting remaining useful life. A useful feature clusters similar system
status together and sets different status apart.

Diagnostic Feature Designer lets you design features that provide these diagnostics.

» For some features, you can generate features directly using signals you imported.
+ For other features, you must perform additional signal processing, such as filtering and averaging,
to have meaningful results.

The processing you perform depends both on the computational requirements of the feature and the
characteristics of your systems and your system data. This example shows how to:

* Process your data in preparation for feature extraction

* Generate various types of feature

» Interpret the effectiveness of your features in histograms

Perform Time-Synchronous Averaging

The data for this system represents a transmission system with rotating parts. The variables include
tachometer outputs that precisely mark the completion of each shaft revolution. The data, therefore,
is an ideal candidate for time-synchronous averaging.

Time-synchronous averaging (TSA) is a common technique for analyzing data from rotating
machinery. TSA averages rotation by rotation, and filters out any disturbances or noise that is not
coherent with the rotation.
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TSA is useful for isolating fault signatures that repeat each rotation, such as perturbations from gear-
tooth defects. Features generated from a TSA signal rather than the original vibration signal provide
clearer differentiation for rotational fault conditions. This advantage holds true even for features that
are not specifically for rotating machinery.

To compute the TSA of the vibration data:
» Select Filtering & Averaging > Time-Synchronous Signal Averaging
N

u@ r Fittering & Averaging | m @

AVERAGING

Computation
Options Time-Synchronous Signal Averaging
COMPUTATION Generate time-synchronous signal
| average for a given fundamental frequency

Ensemble Statistics
Generate ensemble mean,
minimum, maximum and standard deviation

FILTERIMG

Remowve Harmonics
Remove a fundamental
frequency and its harmonics

Filter Time-Synchronous Averaged Signals
Generate difference, regular, and residual
signals from a time-synchronous averaged signal

INTERPOLATION

Interpolation
Interpolate the selected signal
onto a uniformly sampled time grid.

* In Signal, select Vibration.

* In Tacho Information, select Tacho signal and Tacho/Data. Clear Compute nominal speed
(RPM).
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Time-Synchronous Signal Averagine

Vibration/Data il

Oepende . d e

Condition variables: faultCode

Tacho Information

& Constant rotation speed (RPM]

© Tacho signal Tacho/Data * I
M Compute nominal speed (RPM)
Pulses per rotation |‘| |
Mumber of rotations | 1 |
Plot results
Help 0K  Cancel

Click OK to start the TSA computation for each of the 16 members of the ensemble. A progress bar
shows the status while the computation progresses.

Data Browser ® | | Signal Trace Vibration/Data | Signal Trace: Vibration tsa/Dats ¢ |
w Signals & Spectra |
[ Vibration/Data — , Signal Trace
2
81
w Feature Tables %
0 4
= \
1
fic /
]
>
2 '
w Datasets
- Ensemblel

4 Signal trace plot for "Vibration_tsa/Data” is in focus,

When the computation concludes:
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* The app adds a new signal variable Vibration tsa to the imported Ensemblel dataset.

* The signal trace plots Vibration tsa. The time axis of this trace is less than the four seconds
long. The original vibration data was 30 seconds long. The shorter timespan reflects the duration
of a single rotation for each member.

* The member shaft rates diverge. This divergence is evident in the increasing misalignment of the
peaks during the rotation, and the fact that the member traces stop at different times.

Compute a Power Spectrum

The TSA signal gives you enough information to start generating time-domain features, but you must
provide a spectrum to explore spectral features. To generate a power spectrum, select Spectral
Estimation > Power Spectrum.

H

H@ Fitering & Averaging = E
(1]

[+ Residue Generation
Zomputation — Time-Domain  Spectral
Options E Spectral Estimation ¥ Features v Features

DMPUTATION || power Spectrum |

Estimate power spectrum using
parametric and non-parametric methods.

Order Spectrum
Estimate average
order-magnitude spectrum,

From Signal, select your TSA signal.
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Power Spectrum =

Signal | Vibration/Data -
Indepe[Vibration/Data

conditil acho/Data
Vibration_tsa/Drata

Frequency Select automaticalhy

Algorithm Auto-regressive model

Model Order |4 |
Approach |Fumard-hackward approach '|
Windowing Method | Mo windowing -
Plot resutts

|Klpl |ﬁ| | L".an-:el]
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FEATURE DESIGHER POWER SPECTRUM

Hm KScake|log /| 5] Data Cursors

Data Browser = | Signal Trace: Vibration/Data : Signal Trace: Vibration_tsa/Dats | Power Spectrum: Vibration_tsa_ps/Data |
| w Signals & Spectra

Fid Vibration/Data —

[t Tacho/Deta R . Power Spectrum AEMAAQ

ibration ps/Data

‘v‘ Feature Tables

Power (dB)

| v Datasets

[ IR

Ensembie dotaset containing 16 members. _.

Signals: L
Vibration_tsa_ps/Data-Member 123

Vibration/Data fautCodas]
Tacho/Data L .

iata_aj'la 10-2 1ﬂ|'| .mlll 1[}' 102
Frequency (Hz)

The power spectrum processing results in a new variable, Vibration tsa ps. The associated icon
represents a linear model, consistent with the AR model default in the power spectrum dialog box.

A plot of the spectra appears in the plot area. As with Signal Trace, a Power Spectrum tab provides
options for plotting. These options are similar to Signal Trace. There is no Panner option because
Panner works only with time and not frequency.

Generate Features

Signal Features

Generate features based on general data statistics, using the TSA signal as your source. Select Time
Domain Features > Signal Features.
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= Signal Features
Generate statistics
features from signals

Rotating Machinery Features
Generate features from
rotating machinery signals

Monlinear Features
Generate nonlinear
features from signals

Change Signal to Vibration tsa/Data. The default is for all the features to be selected. Clear the
selections for Shape Factor and Signal Processing Metrics.
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Signal Features X

Signal | Vibration_tsa/Data -
Independent variable: Time
Condition variables: faultCode

Computation mode: use full signal

O Select All Features

Basic Statistics

Mean RMS
Standard Deviation [T Shape Factor
[Tl Biased

Higher-Order Statistics
Kurtosis Skewness
[ Bias-corrected M Bias-corrected
[Tl Excess kurtosis

Impulsive Metrics
Peak Value Crest Factor
Impulse Factor Clearance Factor

Signal Processing Metrics
[71 Signak-to-Moize Ratio [71 Total Harmonic Distortion
[ SINAD

L a4

Plot results

Help OK | | Cancel

For every selected feature, the app computes a value for each ensemble member and displays the
results in a histogram. Each histogram contains bins containing the number of feature values which
fall within the bin range. The Histogram tab displays parameters that determine the content and
resolution of the histograms.

The histogram groups, or color codes, the data according to the condition variable faultCode in
Group By. Blue data is healthy and orange data is faulty, as indicated by the legend (color coding
may appear different in your session). For feature values where the healthy and faulty labels overlap,
the color appears brown due to the overlap between blue and orange.
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Data Browser

w Signals & Spectra

o4 Vibration/Data

£ Tacho/Data

£ Vibration_tsa/Data
& vibration_tsa_ps/Data

J:’I

ﬂ-l:l.ﬁll 403 H02 00 ] nﬁﬁ- 1 12 14 16
Vib...ts/Data_Kurtosis

1 08

Features: D.Bl o
Vibration_tsa_stats/Data_ClearanceFad = =z
Vibration_tsa_stats/Date_CrestFactor F 08 =

Vibration_tsa_stats/Data_lmpulsefact 3 i 04
Vibration_tsa_stats/Data_Kurtosis EDA E

Vibration_tsa_stats/Data_Mean

€ *

BZES 2352 2254 2256 2258
Vib.. ts/Data_ClearanceFactor

0.8 0.8
& &
: 08| : 06
204 £ 04
=Y
02 02
o 1]
22 24 26 28 W 19 2 21 22 6 28 3 az

You can get a rough idea of which features are effective by assessing which ones clearly segregate
blue data from orange data. RMS and CrestFactor appear effective. There are only small areas of
overlap. Conversely, Skewness and Kurtosis have large amounts of overlap. These features appear
ineffective for this data and this condition variable.

By default, the app plots the histograms for all the features in the feature table. You can focus on a

subset of histograms by using Select Features. Use Select Features to limit the histogram plots to
the first four in the feature table.
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FEATURE DESIGNER WIEW

Feature Selector

Feature
Vibration_tsa_stats/Data_ClearanceFactor
Vibration_tsa_stats/Data_CrestFactor
Vibration_tsa_stats/Data_lmpulseFactor
Vibration tsa_stats/Data_Kurtesis
Vibration_tsa_stats/Data_Mean
Vibration_tsa_stats/Data_PeakValue
Vibration_tsa_stats/Data_RMS
Vibration_tsa_stats/Data_Skewness
Vibration_tsa_stats/Data_5td

OOOO0ORIERIRIE]

[He) (oK [cancel

The histogram view now includes only the features you selected.

2-23



2 Getting Started with Diagnostic Feature Designer

Vib...ts/Data_ImpulseFactor

w Ssgnals & Spectra
£ Vibration/Data —
o Tacho/Data —
£ Vibration_tsa/Data —
L Vibration_tsa_ps/Data se—
=
it
g
|'-" Feature Tables
[ IresteTaniel e -
Features:
Vibration_tea_stats/Data_ClesranceFat
Vibration_tsa_stats/Dara_CrestFacter 225 2252 2254 2256 2258 22 23 24 25 28 27 28
Vibration_tsa_stats/Data_impulseFacy Vib...ts/Data_CrestFactor Vib...ts/Data_ClearanceFactor

Vibration_tsa_stats/Data_Kurtosis
Vibration_tsa_stats/Data_Mean

B s mlae mam sm s P P o dabde B
S T S R S IR BARET

v Datasets
o Ensemblel

probability

0
26 27 28 28 3 31 a2

Control the appearance of the histograms using the parameters in the Histogram tab, which
activates when you generate the histograms. The CrestFactor feature appears to separate healthy
and unhealthy data almost completely. Investigate whether this result is sensitive to resolution. In the
Histogram tab, the auto setting of bin width results in a resolution of 0.1 for CrestFactor. Enter a
bin width 0.05, and click Apply.
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. OFTIONS ——

® Signal Trace: \I"lhrati::n_tsu..l’l}ntn 4 inm:h’ihnﬁm_h:_pdﬂltn | Histogram: FeatureTablel L
| y Vib...ts/Data_Kurtosis ; Vib...ts/Data_ImpulseFactor
— ost [ fautCode=1 | | 0.8
= 2
= 0.6 = 0.6
B £ o
- ” 02
winceFac 0 0
actor 225 226 227 228 2298 23 22 23 2.4 2.5 26
:"‘“ Vib...ts/Data_CrestFactor : Vib...ts/Data_ClearanceFactor

probability

At this resolution, both CrestFactor and ImpulseFactor appear to completely separate healthy
from faulty data. ClearanceFactor still has some mixed data, but to a lesser degree than with the
larger bin width. Kurtosis had a smaller bin width of 0.002 with the auto bin width setting.
Changing the bin width to 0.05 results in a single bin that contains all the Kurtosis data.

Histograms visualize the ability of features to separate healthy from unhealthy data. You can also get
a numerical assessment using Group Distance. The group distance represents the separation between
the healthy and unhealthy data distributions. Click Group Distance. In the dialog box, select
CrestFactor in Show grouping for feature.
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m Bk Corle Bin Width |0.05 | Bin Limits [auto |

Binning Method |auto ~ |Normalization probability v |
Select
B ﬂfﬂhﬂ|autn |
WIEV GROUFPING OFTIONS
4| Group Distances - faultCode — O >

Show grouping for feature [ |Vibration_tsa_stats/Data_CrestFactor )

faultCode Group 1 faultCode Group 2 | K5 Statistic

The group distance, represented by the KS Statistic, is 1. This probability value represents complete
separation.

Next, select Kurtosis. The Kurtosis histogram showed substantial intermixing.

4| Group Distances - faultCode — O >

Show grouping for feature | ibration_tsa_stats/Data_Kurtosis

faultCode Group 1 faultCode Group 2 | K5 Statistic
0 1 0.5000

The KS Statistic in this case is 0.5, reflecting the intermixing in the histogram.

Restore Bin Width to auto.
Rotating Machinery Features
Since you have rotating machinery, compute rotating machinery features. Select Time-Domain

Features > Rotating machinery Features. In the rotating machinery dialog box, select your TSA
signal to analyze and select the TSA signal metrics.
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notating Machineg eatures A

Signals to Use
TSA =ignal Vibration/Data -
Difference signal [Vibration/Data
Tacho/Data

Regular =ignal
Computation mode: use Tull signa

Metrics using TSA =ignals
Root mean sguare (RMS)
Kurtosis
Crest factor

Metrice using difference =ignals
Kurtosis (FM4)
Mormalized &th moment (M5A)
Normalized &th moment (M3A)

Metrice using regular signals
Zero-order figure of merit (FRO)

Metrics using a mix of signals
Energy ratio

Plot results.

Help OK| | Cancel

Other feature choices in the dialog box use the filtered TSA difference and regular signals as a
source. This example does not use the difference and regular signal-based features because
computation for those signals assumes common shaft speed.
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Data Browser ) 4;1 [SignllT:ut:%rﬂim_WDm ¥ | Power Spectrum: Vibration_tss_ps/Data | Histogram: FeatureTablel

w Signals & Spectra Vib.. ac/Data_CrestFactor Vib..aciData_Hurtosis : Vib..ac/Data_RMS
[t Vibration/Data
[ Tacho/Data 0.8
fd Vibration_tsa/Data =05
£} vibration_tsa_ps/Data E
B 04
G
0.2
o 1]
| | 18 19 2 21 22 235 2252 2354 2358 2258 08 1 12 14 16
i.'. Foatiwe Tahles ie Vib...ts/Data_Kurtosis Vib.. ts/Data_lmpulseFactor
Vibration_tsa_stats/Uata_FeakVaiue
Vibratien_tsa_stats/Data_RMS 08 : .
Vibration_tsa_stats/Data_Skewness - - -
FEALE . . B 0 7O
ibration_tsa_rotmac/Data_RMS 'g 'g ; 'g
Vibratien_tsa_rotmac/Data_Kurtosis “'n_z = =

Vibratien_tsa_rotmac/Data_CrestFactor

(1]
€ > 225 2252 2254 2256 2258

!' Dataset Y Vib.. .ta/Data_ClearanceFactor

Eﬂ Ensemblel i
'_-__,....--—""""— B = s '__‘_‘_,,_.--—-""'_—"_‘—_— —
s e— --___._--"""""-.F—

The app automatically adds the new features to the feature table and the Select Features list, and
plots the new histograms at the top of the histogram display. CrestFactor and Kurtosis
histograms are essentially the same whether they were computed as signal features or rotating
machinery features, since both computations used the TSA signal as a source.

Spectral Features

Compute spectral features from the power spectrum you generated earlier. Click Spectral Features.
In Spectrum, select Vibration tsa ps/Data.

Set the frequency band. The power spectrum x scale changes automatically from log to linear when
you open the spectral features dialog box. When you move the frequency slider, the plot shades the
region that the slider setting covers. To capture the power spectrum peaks efficiently, limit the
frequency range to 10 Hz.
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POWER SPECTRUM

linear =] pata Cursors

pectral Fastus . : : . CuRSORS )
|| Signal Trace Vibration_tsa/Data 31[ Power Spectrum: Vibration_tsa_ps/Data

Hrstogram: FeatureTablel

Spectrum | Vibration_tsa_ps/Data .
Condition variables: faultCode
Computation mode: use ful signal | Power Spectrum
Spectral peaks ' ' '
Peak ampitude
Peak frequency
) |H{® peak )|
Peak value bower threshold |t | ™ A a
Number of peaks 14 3 sl 1
Minemum frequency gap | 0.001
Peak excursion iolerance |0 |

M Modal coetficients

Power (dB)

& Band power ' | AN

Frequency band for all features

Vioration_tsa_ps/Diata-Member 11
0.001552 - 10.01 Hz o fsulCode=0
-120 ; ) T

0 2 4 B g 10 12

Plot results
L Frequency (Hz)

Help | (oK [Cancel|

The histograms show substantial intermixing of healthy and unhealthy data in one or more of the bins
for all three features.

E . J Signal Trace: Vibration_tsa/Data Eﬁl Power Spectrum: Vibration_tsa_ps/Data Eﬁj Histogram: FeatureTablel
Vib...ec/Data_BandPower Vib...ec/Data_PeakFreqg1 T Vib...ec/Data_PeakAmp1
] faultCoda=0 04

> CautCode=1 - :ﬂ.ﬁ
= =03 =
fiw] fiw] fiw]

05 o o 04
=] g 02 =]
o o o

0.1 0.2

0 0 0

2 4 i a 8 8.5 9 a5 10 04 06 08 1
1 ; Vib...ac/Data_CrestFactor T Vib...ac/Data_Kurtosis ; Vib...ac/Data_RMS

You now have a diverse set of features.
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Save your session data. You need this data to run the “Rank and Export Features in Diagnostic
Feature Designer” on page 2-31 example.

FEATURE DESIGMER SIGNAL TRA

Ol

Open | Save | Import Signal Trace '
Session Session ; Data +

Data Browser )]

¥ Signals & Spectra

Next Steps

The next step is to rank those features to determine which ones provide the best indication of system
condition. For more information, see “Rank and Export Features in Diagnostic Feature Designer” on
page 2-31.

See Also
Diagnostic Feature Designer

More About

. “Import Data into Diagnostic Feature Designer” on page 2-6

. “Rank and Export Features in Diagnostic Feature Designer” on page 2-31

. “Explore Ensemble Data and Compare Features Using Diagnostic Feature Designer”
. “Interpret Feature Histograms in Diagnostic Feature Designer”

. “Data Preprocessing for Condition Monitoring and Predictive Maintenance”

. “Condition Indicators for Monitoring, Fault Detection, and Prediction”

. “Condition Indicators for Gear Condition Monitoring”
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Rank and Export Features in Diagnostic Feature Designer

This example shows how to rank features using several classification ranking techniques, how to
compare the results, and how to export features from the app. If you want to follow along with the
steps interactively, use the data you imported in “Process Data and Explore Features in Diagnostic
Feature Designer” on page 2-14, and uses the feature set from that example. Use Open Session to
reload your session data using the file name you provided.

4 Diagnestic Feature Designe,

FEATURE DESIGNER

18 &

Open Save Import
Session Session Data
g FILE

When you generate features for classification, you seek the features that perform best at
distinguishing among data of different conditions. When you view the histograms, you can get an idea
of the relative effectiveness of your features. In this example, you use ranking algorithms to perform
this feature comparison more rigorously. Once you have chosen the features you want to retain, you
export these features into the MATLAB workspace.

Rank Features

Rank your features using the default T-Test technique. Click Rank Features. Select FeatureTablel.
| GEREERE O
A
iy ik | &

n Spectral Rank | Export
Features \*Feah.rea J -

— 3 A
FeatureTablel h.—_

Power SFI ectrun visraco |_L'i-n_rn.l'ﬂ ata

ENERATION

Your selection brings up a ranked list of features, displayed as both a bar chart and a numerical table.
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FEATURE DESIGMER FEATURE RANKING

ETEI HEE;. Rank By Sort By o ¥

Classification  Prognostic .flu-ﬁ.tl:ﬂ:ll r TT!SI: - Delete Export

Ranking™  Ranking = Scores ™ -
| --H-R‘.TE! COMNDITION J E.L'.‘E'I SCORE  EMPORT _: |
Duata Browser (G +‘:'! Histograrm: FestureTablel Perwver Spectrum: Vibration_tea_ps/Data | Festure Ranking: FestureTablel
w Signals &t Spectra Features Sorted by Importance
57 Vibestion/Data — R —— I
E 1:":':‘_";‘“':”“&‘ Vibration_isa_stals/Data_CresiFacior Vi ts/Data_CrestFactor 10,1266
o Vibration | 8
E Vibration_tss_pe/Data — [V Scilal_(Craet e -ios L
Vib...iuData_impulsefacior TETEG
Wit teiData_Peak\alue L8715
Wib.. tsiData_ClearanceFactor 4 BB13
Wik, .taData_AUS 35801
Wik, acTota_RMS 3.5901
| Feature Tables Vi ec/Data_BandPower 32379
et - o ks
Features: Vib...ec/Data_PeakFregl 0.4679
Vibration_tsa_stats/Oata_ClearanceFac Vit acets_Pesliamgd Bty
Vibration_tsa_stats/Oata_CrestFactor Vi taDats_Skewness 0.1850
Vibration_tsa_stats/Oata_impulseFac: Wib.. taData_Kuriosis 0.0856
Vibration_tsa_stats/Data_Kuriosis Wib...ac/Data_Kurtosis 0.0858
Vibration_tsa_stats/Data_Mean 3! Wik teiData_Std 00482
g
w Datazets
[ Ensemblet

The bar chart legend shows that the initial ranking is performed using the T-Test algorithm. The chart
is normalized to 1 to facilitate visual comparison. The table displays unnormalized ranking scores.
Hover your mouse over a bar to get the full variable name.

Choose an Alternative Ranking Algorithm
Each ranking algorithm uses different criteria to perform the ranking. In the Feature Ranking tab,

click Classification Ranking to bring up a menu that summarizes each method. From that menu,
select Bhattacharyya.
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FEATURE DESIGMER FEATURE RANEING VIEW
% Rank By Sort By HEH \‘

Classification | Prognostic  |faultCode | |T-Test »| Delete  Export
Ranking ™ | Ranking = Scores ™ -

TWO-CLASS RANKING METHODS

T-Test
Absolute value two-sample T-
test with pooled variance estimate

Entropy
Rank features using an independent
evaluation criterion by relative entropy

hattacharyya
Rank features by minirmum attainable
J\u::}assifin::atiu:hn error or Chernoff bound

ROC
Rank features by area between the empirical receiver
operating characteristic (ROC) curve and the random classifier slope

Wilcoxon
Rank features by absolute value of the
standardized U-statistic of a two-sample unpaired Wilcoxon test

MULTI-CLASS RAMKING METHODS

One-way ANOVA
Rank features by one-
way analysis of variance

Kruskal-Wallis
Rank features by chi-sgquare
statistic of a Kruskal-Wallis test

A Bhattacharyya tab opens with ranking specifications that are standard for all of the techniques.
Click Apply.

FEATURE DESIGNER FEATURE RANKING BHATTACHARY YA m

Correlation Importance Mormalization Scheme | minmax - | Q g
Apphy Close

|.r|-|—|-|-|-|—|—|—|-| |LI | E = (F - mi e
_new = (F - min(Fyp{max(F} - min{F}} o
WEIGHTING NORMALIZATION AFFLY CLOSE

Apply updates the ranking display with the new results, displayed along with the original T-Test
results.
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FEATURE DESIGNER

Data Browses ® |4 | SignalTrace Vibration tsa/Data X | Power Spectrum: Vibration tsa ps/Data X | Histogram: FeatureTablel | Feature Ranking: FeatuseTable!
| ¥ Signals & Spectra _ | Features Sorted by Importance
n] :"lhraliaNDala —— | Feature T-Test  |Bhattacharyya
E v,:h:m’:‘mfnm — Vio._is/Daln_CrestFacter 104356 3 3658
iaration_| SYN—
B Vibration 28 pe/Oats Wi _nc/Data_CrestFactor 101368 13656
Vi, ts/Data_impulseFactor 7 B7ED 26397
Vib._tsDatn_Peai\alue 58715 5 5265
Vibeation_tsa_stals/Dala_PeakValue [Vi.ta/Datn_ClesranceF actor 48613 2000
Vib._ts/Data_RUS 35501 22244
Vb, aciata_RMS 25501 22244
| ¥ Feature Tables Vib_ecData_BandPower 32379 1.3628
B Yoy e .
Features: [Vie. ta_| eql 0.4679 0.1042
Vibration_tsa_stats/Data_ClearanceFactor [Vo-2cRuta_PeakAmpt 0.3535 0.0842
Vibration_tsa_staes/Data_CresiFacor Vit taData_Skewness o.1850 0.1078
Vibration_tsa_stats/Data_Impulsefacior Wi ts/Data_Kurioss 00855 01085
Vibration_tsa_stats/Data_Kurtosis Vib_ac/Data_Kurinsis 0.0865. 01085
Vibration_tsa_stats/Coata_Mean Wit is/Dada_Sid 00432 01033
Vibration_tea_stats/Dats_PeskValue
Ml i P P A b
| % Datasets
|| Ensemblel

1} Feature ranking plat for “FestureTablel® is in focws.

The Bhattacharyya technique yields results that are similar to, but not identical to, the T-Test results.
The highest ranking feature is PeakValue from the Signal Statistics set.

This feature was fourth in the T-test ranking. The crest factor features are still in the top three.

The ranking is still sorted by T-Test. Sort instead by Bhattacharyya. Close the Bhattacharyya tab and
return to the Feature Ranking tab. Then select Bhattacharyya in the Sort by menu.
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FEATURE DESIGNER FEATURE RANKING

EE% Rank By

Classification Prognostic  [faultCode v |
Ranking>  Ranking™ E—

VIEW

B
Delete  Export
Scores ™ =

.l‘.Ni_Lfl’_Z_E CCIHQITICIH b _S_?R‘I' SCORE | EXPORT I ]
Data Browser = *'Z | Histogram: FeatureTable | Power Spectrum: Vibration_tsa_ps/Data | Feature Ranking: FeatureTable
w Signals & Spectra Features Sorted by Importance
O Vibration/Data — Feature T-Test  |Bhattacharyya
%" :’;h?f'n“t‘ e Vib. 1s/Data_PeakVale 58715 55765
ioratron_{ts P—
= i Vib._tsiData_CrestFactor 3898
& Vibration_tsa_ps/Diata — = o 14588 =
\ib._ acData_CrestFactor 10,1266 3.38%8
i, ts/Data_impuiseFactor 78788 26337
Vib.. tsiDala_RMS 35001 22244
\Vib...ac/Data_RMS 3.5501 22244
[Vib...ts/Data_ClearanceFactor 48613 2.0050
1
| w Feature Tables [Vib._tsiData_lean 0.5150 18317
[ s —— bt bl bt e
S Wib.. ts/Data_Kuringis 0.0885 01085
Vibratien_tsa_stats/Data_ClearanceFaguor Vb, ac/Data_Kurtosis $.050 el
Vibration_tsa_stats/Data_CrestFactor Vib.. ts/Data_Skewness 0.1860 0.1078
Vibratien_tsa_stats/Data_Impulsefactor Vib.. ecData_PeakFreql 0.4679 01042
Vibration_tsa_stats/Data_Kurtosis Vib._is/Data_Std 00482 01038
Vibration_tsa_stats/Data_Mean _ |Vib.. ec/Data_Peakémpi 0.3535 0.0842
T T Trvame me s
< >
| w Datasets
11 Ensemblel

Delete a Set of Rankings

You have two sets of rankings. Now delete the Bhattacharyya results. In the Feature Ranking tab,
select Delete Scores > Bhattacharyya.

Elln HIE) %:} .
Rank By Sort By HEH

Classification Prognostic  |faultCode v| |Bhattacharyya v| | Delete | Export

Ranking~  Ranking = Scores ¥ ~
AMALYZE CONDITION SORT T-Test
Data Browser @ +2 | Hista

1 Bhatta charyya

w Signals & Spectra o

B Vibrgtion/ote———— = '

Bhattacharyya disappears from the ranking results.
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|. Signal Trace: Vibration_tsa/Data = | Power Spectrum: Vibration_tsa_ps/Data = | Histogram: FeatureTablel = | Feature Ranking: FeatureTablel |

Features Sorted by Importance

I I I I Feature | T-Test
Vib.. tz/Data_CrestFactor 10.1386
Vib...ac/Data_CrestFactor 10.1366
Vib...ts/Data_lmpulzeFactor T.8729
Vib...ts/Data_PeakWValue 5.8715
Vib...ts/Data_ClearanceFactor 48613
Vib...te/Data_RMS 3.5801
Vib...ac/Data_RMS 3.5801
Vib...ec/Data_BandPower 3.2379
Vib...t=/Data_Mean 0.9190
Vib...ec/Data_PeakFreg1 0.4679
Vib...ec/Data_Peakamp1 0.3535
Vib...ts/Data_Skewness 0.1860
Wib...ts/Data_Kurtosis 0.0865
Vib...ac/Data_Kurtosis 0.0865
Vib...ts/Data_Std 0.0482

Export Features to the MATLAB Workspace

The final step in the Diagnostic Features Designer workflow is to export your features. In the
Feature Ranking tab, select Export > Export features to the MATLAB workspace.

FEATURE DESIGMNER FEATURE RAMEING

el AR,
Rank By Sort By EEH
Classification Prognostic |faultCode | |T-Test v| Delete | Export

Ranking™  Ranking = Scores™ w7

ANALYZE CONDITION = SORT | SCORE | pafa

Data B @ Z+1 [ si

i —'—-l—li@ Export features to the MATLAE workspa ce)
w Signals & Spectra —
Fd Vibration/Data Export features to the Classification Learner
@ I

Select the features to export. The app preselects the top five features. Modify this selection. Clear the
fifth selection and select the sixth feature using Ctrl-Click.
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Export Features To Workspace =
Features sorted by |T-Test "'|

Select features to export
Vibration_tsa_stats/Data_CrestFactor
Vibration_tsa_rotmac/Data_CrestFactor

Vibration_tsa_stats/Data_lmpulseFactor
Vibration_tsa_stats/Data_PeakValue
Vibration_tsa_stats/Data_ClearanceFactor
Vibration_tsa_stats/Diata_RMS
Yibration_tsa_rotmac/Data_RM5
Vibration_tsa_ps_spec/Data_BandPower
Vibration_tsa_stats/Diata_Mean
Yibration_tsa_ps_spec/Data_PeakFreql
Vibration_tsa_ps_spec/Data_PeakAmp
Yibration_tsa_stats/Data_Skewness
Vibration_tsa_stats/Data_Kurtosis
Yibration_tsa_rotmac/Data_Kurtosis
Yibration_tsa_stats/Data_Std

Select condition variables to export
faultCode

Your reduced feature table appears in your MATLAB workspace.

See Also

Diagnostic Feature Designer | anoval | bhattacharyyaDistance | kruskalwallis |
perfcurve | ranksum | relativeEntropy | ttest2

More About

. “Process Data and Explore Features in Diagnostic Feature Designer” on page 2-14

. “Rank and Export Features in Diagnostic Feature Designer” on page 2-31

. “Explore Ensemble Data and Compare Features Using Diagnostic Feature Designer”

. “Perform Prognostic Feature Ranking for a Degrading System Using Diagnostic Feature
Designer”

. “Data Preprocessing for Condition Monitoring and Predictive Maintenance”
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